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Abstract— Robotics applications often suffer from
the ‘two-language problem’, requiring a low-level lan-
guage for performance-sensitive components and a
high-level language for interactivity and experimen-
tation, which tends to increase software complexity.
We demonstrate the use of the Julia programming
language to solve this problem by being fast enough
for online control of a humanoid robot and flexible
enough for prototyping. We present several Julia
packages developed by the authors, which together
enable roughly 2x realtime simulation of the Boston
Dynamics Atlas humanoid robot balancing on flat
ground using a quadratic-programming-based con-
troller. Benchmarks show a sufficiently low variation
in control frequency to make deployment on the physi-
cal robot feasible. We also show that Julia’s naturally
generic programming style results in versatile pack-
ages that are easy to compose and adapt to a wide
variety of computational tasks in robotics.

I. INTRODUCTION

Modern robotics requires performing a vast array of
computational tasks, including online control, motion
planning, dynamic simulation, controller synthesis, and
stability analysis. These tasks in turn place a wide range
of constraints on the software packages used to perform
them. For example, online control tasks often have hard
real-time constraints, where it is critical not to exceed
a given time budget (e.g., one millisecond) per control
cycle. Typical online controllers for humanoid robots
require evaluating quantities related to the dynamics
of the robot subject to these real-time constraints. In
contrast, controller synthesis is done just once, offline,
but consumes the dynamics of the robot in symbolic
form, requiring computation with an entirely different
set of data types. In addition to this large variety of
computational tasks, there is a wide range of robotics
software users. Users may include students taking their
first course in robotics, as well as experts who require
high performance and rapid prototyping.

Currently, a standard approach to satisfying all of
these requirements is to write software packages in two
programming languages. Typically, a ‘fast’ programming
language like C or C++ is used to implement the lower-
level parts of a software package, while a dynamic, high-
level language like Python or MATLAB is used either
to write parts that do not have stringent performance
requirements, or to provide bindings to the low-level
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Fig. 1. Visualization of Atlas using the MeshCat.jl Julia package.

parts. This approach provides ease of use for novice
programmers and productivity for rapid prototyping,
while retaining the option for power users to directly
interact with the lower-level parts. Examples of software
packages relevant to robotics that take this approach
include Bullet [1], Drake [2], and Tensorflow [3].!

The two-language approach has some drawbacks, how-
ever. First, users who start out prototyping their robotics
application in the ‘high-level’ language often need to
duplicate their efforts by porting code to the lower-level
language once they are satisfied with their prototype, a
tedious and error-prone process. Second, in our experi-
ence, maintaining a software package written in multiple
programming languages tends to cause a large amount
of developer overhead: the code bases for each of the two
languages have to be kept in sync, and a build system and
documentation have to be maintained for each language.

This so-called ‘two-language problem’ exists in many
fields with numerical computing needs, as recognized
by the developers of the Julia programming language
[5]. Julia is a relatively new high-level language that
promises the high programmer productivity and interac-
tivity of a dynamic language like Python in addition to
C-like performance. In this paper, we provide evidence
that supports this claim in the robotics domain. We
present a number of Julia software packages written by
the authors, and demonstrate that they can be used
to implement a typical quadratic-programming (QP)-
based low-level balancing controller for the humanoid
robot Atlas (e.g., [6], [7], [8], [9]) with low jitter in
control frequency. In addition, we present a new robotics

1A notable exception to this pattern is the nearly exclusive use
of Java by THMC [4].
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simulation environment written almost entirely in Julia.
We will focus on the following packages:

RigidBodyDynamics.jl, a pure-Julia rigid body dy-

namics library;

MeshCat.jl, a web-based, remotely controlled visu-

alizer (see Fig. 1);

RigidBodySim.jl, a simulation environment;

Parametron.jl, a framework for formulating and ef-

ficiently solving instances of a parameterized family

of convex optimization problems;

QPControl.jl, an implementation of a QP-based low-

level control algorithm for floating-base robots.

These packages should provide a solid foundation for
others roboticists to build on.

The remainder of the paper is structured as follows.
Section II provides an overview of the Julia language and
an initial assessment of its suitability for robotics appli-
cations. Section III presents the packages we have devel-
oped. Section IV lists benchmark results that demon-
strate the feasibility of Julia for online control of the
humanoid robot Atlas. Section V concludes the paper.

II. JULIA FOR ROBOTICS

This section first provides a general overview of Julia
(IT-A), followed by an assessment of its usability as a
programming language for robotics applications (II-B).

A. Overview of Julia

Although version 1.0 of Julia has been released only
very recently, the language has been under development
since 2009 [5]. Julia is distributed under the MIT license,
open source, and available free of charge. Julia is a
general-purpose programming language with a strong
focus on numerical computing, evidenced for example
by an extensive linear algebra module as part of the
standard library. Under the hood, Julia uses LLVM
[10] to generate native machine code. Julia is garbage-
collected and just-in-time (JIT)-compiled.

The Julia developers refer to the language as being
‘optionally typed’: the field types of data structures may
either be omitted or fully specified, with the latter option
typically resulting in better performance. Julia has a rich
type system that includes parametric types (similar to
C++ template classes) and strong type inference capa-
bilities that obviate the need to manually annotate the
type of every variable (similar to C++’s auto keyword).

Julia is not object-oriented, in the sense that types
do not contain associated methods. Instead, functions
are defined ‘outside’ the types, optionally using multiple
overloaded methods that accept different sets of argu-
ment types. At a call site, the method with the most
specific applicable type signature is selected based on the
types of all of the input arguments, an approach referred
to as multiple dispatch. Multiple dispatch in Julia is
efficient enough that it is used throughout the language
and ecosystem, with even the primitive arithmetic oper-
ations implemented in terms of multiple dispatch. This
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provides a single framework allowing user-defined types
and functions to behave as performantly and naturally
as any built into the language.

Julia provides convenient features common to high-
level languages, such as built-in support for list com-
prehensions, generators, and parallelism. Julia also fea-
tures excellent support for functional programming, with
functions represented as first-class objects and efficient
higher-order functions that are used extensively through-
out the standard library. Julia borrows an important
feature from LISP: Julia code is represented as a data
structure in the language itself. This enables powerful
metaprogramming features, as it is straightforward to
generate Julia code in Julia without requiring a prepro-
cessor or a separate template system.

Julia’s LinearAlgebra module, part of its stan-
dard library, provides both low-level bindings to
BLAS/LAPACK libraries, as well as high-level abstrac-
tions built on top of these bindings. Julia ships with
OpenBLAS [11] by default, but can optionally be built
with Intel’s MKL [12] (also used by NumPy and MAT-
LAB). Doing so can result in modest performance
improvements. StaticArrays.jl [13], a third-party Julia
package, provides stack-allocated fixed-size arrays, simi-
lar to the Eigen C++ library [14].

The Julia community has so far developed over 1900
registered Julia packages, and has adopted unit testing
and continuous integration extensively.

B. Suitability for robotics applications

Our assessment will focus on two main areas: 1) usabil-
ity in terms of developer productivity and prototyping
capabilities, and 2) performance characteristics for high-
rate online control.

It is hard objectively measure whether Julia delivers
on its promise of high developer productivity and suit-
ability for prototyping. Instead, we will resort to listing
features that we think improve or detract from the user
experience. Positive features include Julia’s REPL (read-
eval-print-loop) for interactive use and the ability to
use Julia from Jupyter notebooks [15] for exploratory
programming and demonstrations. Developer overhead
related to supporting multiple operating systems is min-
imal compared to C+-+. Julia has a built-in package
manager, which facilitates composing various third-party
packages with user code and avoids much of the overhead
associated with maintaining a build system in other lan-
guages. Several plotting packages are available. Finally,
Julia’s documentation functionality combined with the
Documenter.jl package [16] makes it easy to generate
and deploy documentation. The main impediments to
developer productivity and interactivity are relatively
long compilation times and the limited caching of compi-
lation results between Julia sessions, resulting in frequent
recompilation to native code. The Revise.jl package [17]
may be used to partially mitigate this issue.
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Performance characteristics for online control may
be assessed more objectively. In addition to average
throughput, a major requirement for high-rate online
control is low variation in the rate at which the controller
produces its output (jitter) [18]. Ideally, to provide so-
called hard realtime guarantees, there should be a guar-
anteed upper bound on jitter.

At first glance, the fact that Julia is a garbage-
collected language seems a major roadblock on the path
to its adoption for online control. Julia employs a stop-
the-world garbage collector (GC), meaning that no useful
work is done while garbage is collected. Although garbage
collectors with hard real-time guarantees do exist in
other languages [19], [20], Julia’s GC provides no such
guarantees. Furthermore, a trivial benchmark shows that
running a full garbage collector sweep without generating
any garbage takes around 46 ms, which would upper-
bound the achievable control rate to a mere 22 Hz.?

This implies that, currently, Julia’s garbage collector
should be disabled for online control purposes, which
in turn implies that dynamic memory allocation should
be avoided so as to not run out of memory. Hence,
our current approach is to completely avoid dynamic
allocation in code that is meant to be run in low-level
control loops (after an initial preallocation phase). This
includes evaluation of the dynamics, setting up and solv-
ing quadratic programs, and network communication.
This is a serious constraint, but it should be noted
that it is nontrivial to provide hard realtime constraints
in the presence of dynamic allocation in any language,
requiring e.g. a specialized memory allocator in C++
[21]. Avoiding dynamic allocation also has the added
benefit that it tends to improve performance.

Given the constraint that dynamic allocation should
be avoided, Julia has clear benefits over JVM-based
languages like Java. The standard JVM implementation
currently only provides the guarantee that instances of
a predefined set of primitive types are stack-allocated.
Julia additionally guarantees that immutable data struc-
tures (recursively) composed of such types are stack-
allocated. This feature is used extensively throughout the
Julia robotics code, allowing points, transforms, twists,
and other fixed-size quantities to be freely constructed
and used without requiring pre-allocation.

Julia’s JIT compilation model is also more suitable
to realtime control than Java’s. Whereas Java’s JIT
compiler optimizes hot code at runtime [22], a poten-
tial source of jitter, Julia by default guarantees that
functions are compiled to native code the first time
they are called with a given set of argument types,
providing more predictable behavior. While specialized
JVM implementations with real-time JIT compilation
and garbage collection capability are available [20], these

2We do note that soft realtime applications that perform dy-
namic memory allocation may be feasible, since an incremental
sweep takes only ~78 us and a full sweep is typically not run unless
the program allocates significantly.
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using RigidBodyDynamics

mechanism = parse_urdf("atlas.urdf", floating=true)
state = MechanismState(mechanism)

rand! (state)

result = DynamicsResult(mechanism)

dynamics! (result, state)

Fig. 2. RigidBodyDynamics.jl usage example: loading a mecha-
nism from a URDF and evaluating the dynamics at a random state.

solutions tend to have much lower throughput and/or a
prohibitively high price tag for research robotics [4].

Julia’s memory footprint is nontrivial, which may be
an issue for robots with limited computing resources. A
fresh Julia 1.1.0 session uses approximately 79 MB of
RAM on Linux, increasing to 153 MB after importing
the RigidBodyDynamics.jl package.

The PackageCompiler.jl package [23] can be used to
create standalone executables and dynamic libraries from
Julia code, potentially very useful for deployment to an
embedded platform as well as to improve productivity
by eliminating the need to recompile to native code.
However, it is at an early stage of development and
currently produces relatively big binaries.

III. PACKAGES

This section presents a set of robotics-related Ju-
lia packages developed by the authors, which together
form a foundation for simulation and control (III-
A-III-E). All of the presented packages are MIT-
licensed. Each package provides Jupyter notebooks con-
taining usage examples. Some of the packages are part
of the JuliaRobotics GitHub organization [24], which
also incorporates packages for state estimation, SLAM,
and parameter estimation (not discussed in this pa-
per). Section ITI-F lists some other relevant packages
and Section III-G discusses the current state of dis-
semination. Links to the packages can be found at
github.com/tkoolen/julia-robotics-paper-code.

A. RigidBodyDynamics.jl

RigidBodyDynamics.jl is a dynamics library written
in pure Julia. See Fig. 2 for a basic usage example.
The library implements Featherstone-style recursive al-
gorithms for computing dynamics-related quantities [25].
RigidBodyDynamics.jl is similar in scope to RBDL [26],
RobCoGen [27], and Pinocchio [28], [29], and forms a
building block for applications such as simulation, tra-
jectory optimization, and model-based control.

The main design goals for the library were to be 1)
user-friendly, 2) performant, and 3) generic, in the sense
that the algorithms can be called with inputs of any
(suitable) scalar types, not just floating point types.
Features of RigidBodyDynamics.jl include:

« singularity-free algorithms using redundant orienta-
tion representations [30];
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o support for closed-loop mechanisms (loop joints),
including Baumgarte constraint stabilization [31];

o a specialized Munthe-Kaas-style differential equa-
tion integrator for correct numerical integration
of dynamics on manifolds that arise from e.g.
quaternion-parameterized floating joints [32];

o a parser and writer for the URDF format [33]

« various methods for composing mechanisms and ma-
nipulating their kinematic graphs, such as conver-
sion to a maximal coordinates representation with
all spanning tree joints converted to loop joints;

o low-overhead reference frame annotations for dy-
namical quantities, with optional checks that ensure
that reference frames match before e.g. adding two
twists, a feature borrowed from [34];

o automatic reuse of intermediate computation re-
sults, so that e.g. computing the mass matrix and
a Jacobian in a certain configuration is faster than
computing computing each separately.

RigidBodyDynamics.jl includes algorithms for comput-
ing the mass matrix (composite rigid body algorithm),
inverse dynamics (recursive Newton-Euler), the con-
straint Jacobian for closed-loop mechanisms, and forward
dynamics (linear solve using a Cholesky decomposition of
the mass matrix, employing Julia’s LAPACK backend).

Support for mechanisms with contact is currently lim-
ited to penalty-based point-to-halfspace contacts using a
Hunt-Crossley-Hertz contact model with (stateful) vis-
coelastic Coulomb friction [35], [25].

The library is competitive with RBDL in terms of per-
formance, as demonstrated by the benchmark results in
Section IV-A. RigidBodyDynamics.jl’s few dependencies
include StaticArrays.jl for fixed-size matrix functionality
and LightXML.jl for URDF parsing.

A notable design decision was to implement the algo-
rithms in world frame, as opposed to the conventional
choice of using a body-frame implementation [25]. This
allows for better reuse of intermediate results, since
quantities transformed to a common coordinate system
are in a sense more valuable than quantities expressed in
body frame. It also allows the joints to be processed out-
of-order in some of the data passes performed in the main
algorithms. We exploit this fact by processing all joints of
the same type in separate loops, which leads to significant
performance improvements over an approach that uses
branching or virtual functions (in C++). Although not
currently implemented, this fact could potentially be
exploited further using parallelism.

RigidBodyDynamics.jl also exploits Julia’s metapro-
gramming and the ability to switch back and forth
between running and compiling code, by generating spe-
cialized code for the specific joint types present in a given
mechanism, an approach reminiscent of RobCoGen [27],
but all in the same language.

Similar to Pinocchio [28] and Drake [2], RigidBody-
Dynamics.jl’s dynamics algorithms are generic (type-
parameterized or templated), meaning that they may
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be called with non-numeric input arguments. Tested
examples include evaluation of the dynamics in symbolic
form using the Julia bindings for SymPy [36], auto-
matic differentiation using ForwardDiff.jl [37], rigorous
interval propagation using IntervalArithmetic.jl [38], and
uncertainty propagation using Measurements.jl [39]. See
Section III-C for some examples.

B. MeshCat.jl

The MeshCat visualizer is designed to allow
lightweight, composable visualization of robots in
3D environments. MeshCat represents a scene as a tree
of geometries with associated transforms (i.e. an acyclic
scene graph [40]), allowing the visualizer to mirror the
tree structure of a robot mechanism. Composability is
ensured by allowing multiple robots to coexist within a
single scene simply by occupying different branches of
the scene tree. Cameras and light sources also occupy
nodes in the scene tree, allowing for unified control of
the robot and the visualizer itself.

To avoid requiring any binary dependencies, the UI
component of MeshCat is implemented in JavaScript
using the Three.js library [41], allowing the 3D visual-
ization to run entirely within a standard web browser.
The accompanying Julia package, MeshCat.jl, provides
an abstraction for communication with the visualizer
from Julia and integrates with the existing ecosystem
of geometry tools in Julia. The MeshCatMechanisms.jl
package [42] further extends MeshCat, allowing entire
RigidBodyDynamics.jl mechanisms to be automatically
added to the MeshCat scene tree, allowing real-time
visualization and animation of robot motions.

C. RigidBodySim.jl

RigidBodySim.jl is a simulation environment that uses
RigidBodyDynamics.jl for evaluation of the dynamics,
MeshCat.jl for (optional) 3D visualization, and packages
from the DifferentialEquations.jl ecosystem [43] for nu-
merical integration of the ordinary differential equations.
Fig. 3 shows the RigidBodySim.jl user interface during
a simulation of a mechanism inspired by Theo Jansen’s
Strandbeest [44] walking on flat ground.

The fact that both RigidBodyDynamics.jl and Differ-
entialEquations.jl are designed to work with arbitrary
input types leads to some unique features not present
in more conventional simulators like Gazebo [33]. For
example, it is easy to use integrators for stiff differential
equations that expect Jacobians of the dynamics, such
as the Rodas4P integrator from DifferentialEquations.jl,
since the integrator can simply evaluate the dynamics
with an input type that implements forward-mode au-
tomatic differentiation, provided by the ForwardDiff.jl
package [37]. Dedicated algorithms can compute these
Jacobians even faster [29], but having this work out of
the box showcases the power of Julia’s support for generic
programming.
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Fig. 3.  Strandbeest model walking on flat ground, simulated
using RigidBodySim.jl and visualized using MeshCat.jl. The model
has 135 joints, including 42 loop joints and a floating joint, and
simulates at around 58% of realtime. Initial resolution of the loop
joint constraints was done using a gradient-based method (LBFGS)
from the optimization package Optim.jl [45], which again uses
ForwardDiff.jl to compute Jacobians of the kinematics. Available
at github.com/rdeits/StrandbeestRobot. j1.

Elbow velocity [rad/s]
°
T
g

Time [s]

Fig. 4. Uncertainty propagation based on linear error propa-
gation theory using Measurements.jl, an example of using Rigid-
BodySim.jl with nonstandard input types. An unactuated double
pendulum was simulated starting from initial joint angles q =
(gshoulder, gelbow) = (0.4 £ 0.05,0.5 4+ 0.05) radians (mean + stan-
dard deviation) and zero initial velocity. The red line shows the
propagated mean of the elbow joint velocity, while the blue area
shows the propagated standard deviation.

Another feature enabled by pervasive generic program-
ming is uncertainty propagation through a simulation.
The Measurements.jl package provides the Measurement
type, which implements error propagation based on lin-
ear error propagation theory [39]. Fig. 4 shows the result
of a simulation started from an uncertain initial state
represented using Measurements.

RigidBodySim.jl inherits most of its features from its
dependencies and composition with third-party packages
such as ForwardDiff.jl and Measurements.jl that pro-
vide non-standard input types. Version 1.0.0 of Rigid-
BodySim.jl consists of only 760 lines of Julia code,
making it a good example of the ease with which Julia
packages can be combined to create useful applications.

RigidBodySim.jl features a PeriodicController
type, which can be used to simulate a digital controller
running at a fixed rate even when using a variable time
step integrator. This functionality was used to perform
controller-in-the-loop simulations of the Atlas robot.

D. Parametron.jl

Parametron.jl is a framework for formulating and ef-
ficiently solving instances of a parameterized family of
convex optimization problems. It is inspired by software
packages such as YALMIP [46], CVX [47], and Julia’s
JuMP [48], which take a high-level formulation of an
optimization problem and transform it to the appropriate
low-level description expected by one of a number of
supported solvers. Parametron.jl was built on top of
MathOptInterface.jl, the same solver interface used by
JuMP. However, Parametron.jl was written specifically
for the task of efficiently solving optimization problems
with a shared sparsity structure in a loop, by hooking
into the solvers’ problem modification and warm-starting
functionality. In this sense, Parametron.jl is akin to
CVXGEN [49]. Parametron.jl currently supports formu-
lating continuous and mixed-integer linear and quadratic
programs. With a suitable problem formulation and
solver, Parametron.jl can solve optimization problems
with zero dynamic memory allocation.

E. QPControl.jl

QPControl.jl implements tools to build QP-based con-
trollers in the style of [8] and [9], using RigidBody-
Dynamics.jl and Parametron.jl to set up and solve the
QPs. QPControl.jl exploits Parametron.jl’s support for
efficient problem modification, updating only the co-
efficients of constraints corresponding to the robot’s
current state rather than rebuilding the entire opti-
mization problem at each control step. QPControl.jl
provides an example momentum-based balancing con-
troller implementation similar to [8] and uses OSQP
[50] to solve the resulting QPs, but it can also be
used to implement other formulations and connect with
other solvers. QPControl.jl has been used to construct
general model-predictive control (MPC) optimizations,
including mixed-integer MPC for systems with contact
[61]. We are currently developing a humanoid walking
controller similar to [8] on top of QPControl.jl. See
github.com/tkoolen/julia-robotics-paper-code for
an early flat-ground walking simulation.

F. Other relevant packages

Additional tools for robotics in Julia include:

e LCMCore.jl: a Julia interface to the LCM library
[52], which handles the communication between the
robot’s control, planning, and perception processes;

e HumanoidLCMSim.jl: a framework for simulating
humanoid robots like Atlas, using separate simula-
tion and control processes to mimic the real-time
communication with the physical robot over LCM;

o RobotOS.jl (not developed by the authors): provides
a Julia interface to the ROS ecosystem [53].

G. Dissemination

While the presented packages are very new, they have
already been used by third parties to develop a novel
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approach to control and parameter estimation [54], a
trajectory optimization library [55], and soft contact
models [56], as well as to teach a class at Boise State.

IV. BENCHMARKS

This section provides benchmark results for the
dynamics algorithms in RigidBodyDynamics.jl (IV-A)
and the balancing controller from QPControl.jl (IV-
B). All results were obtained on a desktop machine
with an Intel Core i7-6950X CPU @ 3.00GHz. The
code used to generate these results can be found at
github.com/tkoolen/julia-robotics-paper-code.

A. Dynamics algorithms

Table I shows benchmark results for some of the
dynamics-related algorithms implemented in RigidBody-
Dynamics.jl, compared to RBDL [26]. RBDL is a reason-
ably well-optimized C++ library based on Eigen [14],
a fast linear algebra library. RBDL was chosen as a
representative example; other libraries may be faster.
Results refer to a floating-base model of the version of
Atlas that was used during the DARPA Robotics Chal-
lenge finals. For RBDL, we used version 2.6.0 compiled
with g+4 7.3.0 using the CMake ‘Release’ build type,
with Eigen 3.3.4. For RigidBodyDynamics.jl, we used
RigidBodyDynamics.jl 1.4.0 on Julia 1.1.0 with flags -03
and --check-bounds=no and StaticArrays 0.10.2. Ver-
sion information for other dependencies may be found in
the associated code repository. These timings show that
RigidBodyDynamics.jl is competitive with a state-of-the-
art C++ implementation in terms of raw performance.

RBDL and RigidBodyDynamics.jl use the same algo-
rithms for the mass matrix, dynamics bias, and inverse
dynamics, but RBDL implements the articulated body
algorithm for forward dynamics, which is not yet imple-
mented in RigidBodyDynamics.jl. This explains the per-
formance gap for forward dynamics. The ‘Mass matrix
+ dynamics bias’ entry is meant to demonstrate perfor-
mance gains made by reuse of intermediate computation
results (present in both libraries). Performance gains
by reuse are somewhat higher for RigidBodyDynamics.jl
compared to RBDL (35.4% vs. 13.7%), possibly due to
the world-frame implementation in RigidBodyDynam-
ics.jl (see Section III-A). Any fixed joints present in the
URDF were removed by lumping together the inertias of
bodies attached via fixed joints. The ‘Momentum matrix’
entry refers to computation of the centroidal momentum
matrix [57]. RBDL does not implement an algorithm
for this, but Wensing et al. report a runtime of 63.2
pus for their implementation of the algorithm used in
RigidBodyDynamics.jl and 10.5 us when the mass matrix
is already given [58], albeit on a machine that is likely
slower.

After an initial preallocation phase, none of these algo-
rithms perform any dynamic memory allocation, thereby
completely sidestepping performance penalties and jitter
induced by the garbage collector.
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TABLE I
BENCHMARK TIMINGS FOR DYNAMICS-RELATED ALGORITHMS.

[ Algorithm [ RBDL [ RigidBodyDynamics.jl |
Mass matrix 8.46 us 5.79 us
Dynamics bias 6.02 us 6.87 us
Inverse dynamics 6.00 us 5.83 us
Mass matrix + dyn. bias | 12.49 us 8.18 us
Forward dynamics 12.13 us 19.46 us
Momentum matrix N/A 5.42 us
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Fig. 5. Histogram of time difference between sending a state

message to the controller and receiving an actuator command
message from the controller.

B. Control

As noted in Section II-B, both high throughput and
low jitter are important requirements for online con-
trol. Fig. 5 presents a a histogram of control times,
including network communication over LCM, during a
simulation of Atlas balancing using the controller from
QPControl.jl. The data was collected during a 10-second
simulation, with the simulation rate artificially slowed to
approximately 1x realtime using periodic pauses. The
controller was run at a fixed rate of 300 Hz (in terms
of simulation time), which is sufficient for this type of
controller [8], [9]. Note that the LCM communication
layer is not a requirement, but it is representative of how
we would currently control the physical robot.

During this run, the minimum, median, and maximum
control times were 1.049 ms, 1.148 ms, and 1.869 ms,
respectively. Although there is more jitter than we would
like, all of the samples in this data-set would have made
the 300 Hz deadline. We also note that this benchmark
was performed on a standard desktop machine with no
special precautions taken to mitigate sources of jitter
(e.g., no realtime kernel patches).

V. CONCLUSION

We demonstrated that Julia can be used to solve the
two-language problem in the robotics domain, combining
excellent performance with flexibility and interactivity.
We presented a number of robotics-related Julia pack-
ages, together used to simulate Atlas balancing on flat
ground at 2x realtime rate. Benchmarks showed that
the rigid body dynamics package RigidBodyDynamics.jl
is competitive with a state-of-the-art C++ implemen-
tation, and demonstrated the feasibility of using these
packages for online control of a humanoid robot.
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